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**Company IT Footprint:** Siemens' IT infrastructure covers 192 countries globally. They serve 360,000 end users—employees—and another approximately 70,000 external contractors. Its server and application landscape encompasses 10,000 applications and around 60,000 servers. In addition to the 450,000 clients and internal/external employees, they manage approximately 200,000 mobile devices.

“The internet will become the new corporate network.”

Frederik Janssen, Global Head of Infrastructure, Siemens
Siemens Journey Overview

**Business Objectives**
- Overhaul, optimize, automate infrastructure
- Reduce risk of errors
- Move 360K+ employees to the cloud
- Integrate, secure disparate mobile endpoints

**The Solution**
- “Slice the elephant”:
  - Adopt SaaS apps
  - Migrate internal apps
  - Develop IoT, mobile capabilities
- Ensure data sovereignty compliance
- Migrate apps to the cloud
- Secure local internet breakouts
- Integrate data centers
- Build a cloud-first team
- Create a culture of “Collaborative IT”

**Impact**
- Reduced hardware, MPLS costs by as much as 70%
- Fast user experience for application access and cloud workloads
- Secured inbound, outbound cloud traffic
- 360K+ employees, 60K+ contractors worldwide connect directly via local internet breakouts
Siemens is one of the largest manufacturers in the world. The company saw a proliferation of mobile endpoints in its environment in addition to having to secure and support its highly distributed and mobile workforce. With over 64% of its traffic per site going to the internet, Siemens had reached a tipping point whereby the internet was becoming its new corporate network.

Frederik Janssen, the global head of infrastructure, shares how he led the charge to improve IT systems through cloud transformation for his organization.

In the words of Frederik Janssen:

“The Siemens transformation story

I have been working in IT for almost 17 years, ten of those at Siemens. I studied computer science and have held various roles at the company. In the beginning, I was mainly focused on software development, software engineering, software architecture, database systems, database development, and web applications.

The squeaky wheel gets the job

One day, seven years ago, I was in a meeting with our CIO in which we were discussing how our infrastructure was running. He offered me the challenge to take on the responsibility for our infrastructure, and I agreed.

And that’s when my infrastructure career started. I was always keen on identifying options and investigating how we could really optimize our infrastructure by minimizing manual tasks and thereby eliminating typical errors and failures. Five years ago, our journey included many projects with a lot of different technological topics: we had rollouts of new operating systems, introduced big technological changes, and introduced cloud computing into our manager desks at Siemens.

We knew early on that the cloud was going to revolutionize the way we consumed IT services, and how we developed applications.

Today I have global responsibility for our Center of Expertise for Infrastructure, and I lead a service portfolio along with lifecycle management. That also includes strategy, innovation, and development of new services, including the transition to new services. My team is responsible from cradle to grave—we have responsibility for everything we develop with partners and providers throughout the lifetime of the respective services.

Siemens’ global IT scope

From a sizing perspective, the Siemens’ infrastructure covers 192 countries globally. We serve 360,000 end users—employees—and another approximately 70,000 external contractors. Our server and application landscape encompasses 10,000...
applications and around 60,000 servers. We are also heavy users of Microsoft servers and Microsoft Windows operating systems.

It wasn’t just cloud computing that was on the horizon for the company, but also consumerization trends. We have seen an explosion of mobile endpoints in our environment. In addition to the 450,000 clients and internal/external employees, we managed 50% of all devices used. That made it about 200,000 devices from a mobile perspective.

We have already been able to significantly consolidate the number of applications we run, so we are now down to around 7,000 corporate applications, and around 500 applications that I would call corporate mission-critical applications.

**Storage has been growing 25% annually**

Five years ago, we had around three to four petabytes of storage for end users and roughly the same amount for databases. Since then, we have seen a significant increase. We now have growth rates up around 25% annually. That is challenging us to also identify ways to modernize our storage environment. We heavily leverage our network to push data to the cloud and to make sure that we can decommission old storage components and hardware.

**The need for an infrastructure overhaul**

We realized we needed to evolve our infrastructure to be more efficient—to help us embrace new technological possibilities, minimize costs, and provide us with more flexibility

We also needed to ensure that our users, managers, IT departments, and application owners had infrastructure in place that would allow them to run their applications at scale and drive greater productivity

We addressed this infrastructure transformation with a few different approaches, with top management aggressively championing the initiative. You will not get very far if you don’t have a full management buy-in to really transform the environment. As the complexity of infrastructure is typically very much underestimated, especially
when it comes to things like network or identity and access management or server architectures, you have to “slice the elephant.” And that’s what we tried to do.

**Data location poses a compliance problem**

First, we tried to manage the overall image of the cloud. As a German multinational company with cloud computing, it was complicated to drive the transition from the U.S. There were several security concerns on our side, especially when you talk to people from the information security or privacy protection departments. They had their concerns, especially with the Patriot Act and other U.S. government-related actions, potentially leading to certain security or data leakage issues that we were committed to preventing. We also had to have discussions about competitiveness and intellectual property protection—business concerns.

**It was time to migrate applications**

After we addressed the fundamental changes for moving data, moving applications, and moving infrastructure into the cloud, we had to execute a holistic plan to “slice the elephant.” So, by gaining trust and providing fast results we added benefits to the business. We raised the confidence at Siemens and became more supportive when it came to cloud transformation activities.

As we began to optimize our application landscape, we followed the magic Five R Model from Gartner.

- **Rehost** on infrastructure as a service (IaaS)
- **Refactor** for platform as a service (PaaS)
- **Revise** for IaaS or PaaS
- **Rebuild** on PaaS
- **Replace** with software as a service (SaaS)

*The Gartner Five Rs—Five Ways to Migrate Applications to the Cloud*

First, we tried to figure out what could be replaced by a new model, in terms of moving it into a SaaS environment and therefore consuming it out of the cloud. We introduced ServiceNow, Salesforce, and Office 365, which we had previously introduced into the company.
Next, we implemented additional validation or evaluation of the applications and decided whether we could just re-host them in terms of moving the application or put them as-is into the cloud environment.

**Transforming the network to provide the right connectivity**

We realized early on that our traffic pattern, overall, was changing significantly. We had reached a point where 64% of traffic on average, per site, was going to the internet. So, the traffic pattern in itself was very much becoming internet-centric.

We tried to clearly evangelize the story internally by saying that the internet will be the next corporate network. We stressed that over time, keeping that transition in mind, we are going to have more applications in the cloud than we are running in internal data centers or private cloud data centers, which are still connected to our intranet. We are reaching the tipping point now. Most applications in Siemens will be public cloud based, and therefore, totally connected through the internet.

From a capacity management point of view, we are gradually ramping up internet connectivity in parallel or to coexist with our remaining MPLS private networks. We are currently mobilizing a team that is getting our network to the next level of sophistication, which provides us much more flexibility. Ultimately, we will be introducing internet-only connectivity for around 90% of all sites that we are currently supporting. Siemens maintains around 2,200 sites globally in 192 countries.

With our global WAN carriers, we are required to closely manage interaction, so that we know what steps to execute on from a management point of view. We were quite lucky that we had already been consolidating our carrier infrastructure down to two carriers: one for Germany, and one for the rest of the world. That helped us directly steer activity and was one of the key success factors for our wide area network.

**Improving application security**

The access to applications was extremely important, especially when we could no longer rely on a secure network. We started off with a clear, strategic direction to all application owners that requested that they consider their application in a way that
it would already be exposed to the internet today. In other words, protect yourself without relying on the network.

We introduced single mechanisms that required the user, depending on the confidentiality, to classify an application through multi-factor authentication. We also applied traditional firewall approaches to reduce the number of possible ways to reach the server.

As we were moving applications to the cloud and embracing SaaS offerings, we realized that it is quite a tough challenge to secure a network which you don't control. We also maintained outbound and inbound traffic at the same time. Therefore we recognized that our perimeter of policy enforcement and network control is going to be changing. It will not only be in our hands. That was also the point in time when we had been looking at solutions in the market to help us to secure connectivity in the cloud.

**Introducing cloud-optimized internet access**

During this process, we also found that we had to update our service areas. Thus, we came up with COIA, which stands for cloud-optimized internet access, a term we currently use to communicate internally. In the beginning it was quite a transition, but now every user is aware of the term.

Next, we had to create a security aspect. We decided to introduce Zscaler.

We started with a proxy server based on connectivity to the internet with our outsourcing partner and explored ways to optimize it. One of the first steps was to leverage local internet breakouts. We were riding on the lines of our carriers, and we let Zscaler find the most ideal routes to the next big net-based internet gateway.

**Finding the right security partner**

Eventually, we found ourselves discussing this with several different carriers and screening the market. For a company the size of Siemens, there were only five or six solutions that we could seriously consider. There was also one very new challenger. Our main carrier approached us and was concerned that we hadn’t heard of Zscaler. They brought Zscaler to our attention and explained how Zscaler had quite
an interesting solution. They were completely running in the cloud—we would not have to deploy anything in our environment—and they could scale up very, very quickly. Through their cloud security platform with comprehensive functionality, they offered several things that other providers didn’t have.

We knew this was a crucial element in our transition and if we could find a partner who could keep up with the pace we require them to take, then we would be more than happy to embark on that partnership. I think that was the first time we met people from Zscaler, and they were quite different from anyone we had seen before. They approached it completely differently; they were cloud native.

We shared with our carrier and with Zscaler what we wanted to do and what our targets were, and it turned out our strategy was completely in line with what Zscaler was envisioning. We were able to execute against this joint vision and rolled out the service in less than twelve months. Since then, we have been able to set a certain track record for introducing cloud-based solutions and optimizing our network architecture.

**Building a cloud-first team**

We learned that we needed to have a team in place that was fully committed to using the cloud. My advice to other companies would be to carefully select their internal team and have an eye on those working from the carrier side.

Planning and understanding your application landscape, along with user requirements, is also a crucial factor.

Troubleshooting is much easier now that we don’t have to look at thousands of appliances on the ground. The cloud was a positive change in terms of resiliency and flexibility. It resulted in a very smooth rollout.

**Taking on regional issues**

You also have to take into consideration embargoed countries or countries with special political or economic circumstances. Just to name a few: Russia, India, China, Iran. These are countries where you, of course, must look a little bit more into the details of how you can drive the change. What can go to the cloud? Where do
you have to store it? How do you have to store it? Do you have to have a copy, still, in the country locally? Are there any other legal considerations in each country that you have to respect and follow?

There is plenty to learn, especially when it comes to global deployment. The network is just taking care of the transportation and not the storing of data, especially when it comes to the re-hosting of applications and the storage of data. This is where it can start to become quite a headache.

Improving end-user satisfaction

Our end users are happy with the cloud-optimized internet access as one service, but they are also happy to use evergreen applications, which are updated or enhanced with new features on a monthly or quarterly basis. We do not have the discussions around why is Siemens not using the latest version. I think after some initial growing pains, people are now embracing the change. People are more relaxed about storing data in the cloud.

The first 12 months required some adjustment, but we are now in the phase where people can’t imagine going back to the old world, into the old situation.

Cloud transformation has empowered the organization

We have been giving more power to our different divisions and business units, which is providing a certain level of required separation between the groups.

This separation requires individual customizing, which we love in the cloud—typically creating, then spinning off an old tenant. Multi-tenancy is a standard in the cloud and we require our vendors and application service providers to support it. Therefore, we have a much better chance to react to organizational changes, and we can cater to them from an IT perspective.

For Siemens overall, the cloud is helping us on these macro changes. And for the end users, obviously, we are much faster in terms of our ability to adjust infrastructure, apply new policies, control how people are consuming bandwidth, make sure that business-critical applications get the right priority—and we are able to increase the underlying infrastructure to cover any additional load during peaks.
The higher performance and greater flexibility is helping our end users, in addition to company management and overarching targets.

**Gaining new freedom and flexibility**

The cloud gave us the ultimate freedom to explore small, new ideas that didn’t require a heavy investment in new hardware or infrastructure. And we could do all of it without incurring any commercial risks. The cloud enables us to be more agile by inventing prototypes and including customers in the early stages of development. Our application landscape can now be optimized by using the agility of the cloud in terms of consumption level. We love being more flexible, faster, and able to address business needs as we are going into more prototyping—rapid prototyping—and faster development cycles.

**Moving security to the cloud**

Everything started when we knew we wanted to optimize how we accessed the internet. We needed a solution that would give us the additional security and protection in the cloud that we were accustomed to on premises. Zscaler Internet Access established distributed policy enforcement points through which all our traffic and regional hubs flowed. We could also use a standard enforcement point to establish and dispatch connectivity for inbound access, which would work with remote connections.

**Providing secure access to internal apps**

There are certain critical applications that Siemens is not currently considering moving to the cloud due to high sensitivity, such as those that involve financial or internal data. Our next step was to add another level, so that we could run different applications, services, and macro connections through Zscaler Private Access.

We are still in the process of integrating the inbound access with all Siemens’ specific tools or applications and services. Identity and access management was one. Here again, the cloud is helping us to just drive standardization to a certain extent so that we are using market-standard authentication.

In the end, the implementation and integration were straightforward. On the one hand, Zscaler is building its solution based on market standards. On the other, our
strategy clearly pivots around on market standards which give us the ability to choose platforms and carriers.

**Advice to others embarking on a cloud journey**

I would advise other companies to create a bold vision and mission statement and to communicate it internally in a very aggressive way. You need to know exactly what you need to make your cloud journey happen and you need to get everyone fully behind it. And then you would also need to support the first movers. You should pick some lighthouse candidates for transformation.

I want to emphasize how important it is to ensure the close interaction and cooperation with respective departments, especially those that are responsible for cybersecurity or information security, protection, export control, and all the other critical support functions that have a say in the whole process.

You also need to have some users who are actively supporting the journey and who are bringing in some clear perspective that their life has improved since they began using cloud solutions. And of course, you must have a convincing time-scale calculation ready. That means giving it the right level of priority as you eliminate the high costs while you are handing over responsibility to third parties.

You need to focus on your partners and on retaining and building the partnership. This is why Siemens is calling one of the changing pillars of our overall global IT strategy “collaborative IT.” It’s no longer only up to us as an IT department to run our IT landscape. It’s much more about collaborating with our partners to innovate, to go at a certain pace. We are relying on them, on the one hand, to keep up, and on the other hand, to co-innovate the future service offerings, sharpening them for the future.

**Things to avoid**

What I would really try to avoid is losing focus. If you lose focus and if you’re not able to train your staff on the platforms you selected, you might get lost in complexity. And if you have some very complex and hard-to-lift applications, they shouldn’t be among the first lighthouse projects.
Careful selection of cloud projects is important, because if you screw up one of the products, it will create a certain noise level that becomes counterproductive. You need to avoid too many negative sentiments from within the organization, which tends to sow doubt about moving data and shifting responsibility into the cloud. These are our main pillars of getting the engine running.

Moving forward

In the future, an important aspect will be managing the landscape of partners, our idea of “collaborative IT.” We also want to develop integration based on market standards between the different cloud solutions. Application services will be a vital component of every corporate IT organization’s task. I would also envision that overall, corporate IT departments would reduce their footprint when it comes to internal staff and spend more time managing office IT-related applications and services, because their cloud consumption is going to be the clearly defined new standard.

At the same time, I do believe that these changes are also fostering collaboration with business units on digitalization. By moving workloads to the cloud, we are freeing up capacity that we can use to work together with the business units on even more sophisticated IT solutions, which will help our BUs to be more efficient and, in the end, more successful in the company.

The cloud will be our main data center going forward. There are some golden nuggets or crown jewels which we would typically not move into the cloud, such as our trust center where we use certificates to identify servers, clients, users, everything. But the number of workloads that still require an old data center presence is very low.
About Zscaler Zscaler was founded in 2008 on a simple but powerful concept: as applications move to the cloud, security needs to move there as well. Today, we are helping thousands of global organizations transform into cloud-enabled operations.